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Presenter
Presentation Notes
My name is Mor Harchol-Balter.   I’m from CSD at CMU.   I’ve been working on understanding server farms and routing in server farms for more than 10 years, and, I’m embarrassed to say, that somehow, in all that time, I never figured out the most fundamental of results, which I’ll be describing in this talk. 
This is joint work with my long-time collaborator, Alan Scheller-Wolf, from the Tepper B-school, and with Andrew Young, from Morgan Stanley, who are also surprised by these results, hence the name of our paper.



 

   

 

     

 

  
   

  

Q: What is a good
Assignment Policy?
(high-variability jobs)

Server farm model 
Goal: Minimize mean response time: E[T] 

FIFO 

Assignment 
Policy 

n servers 

general i.i.d. incoming FIFO 
job sizes ~ Xjobs 

Poisson(λ) 
2 var(X )C = 2E[X ]FIFO 

ρ = λE[X ] ≤ nPOLICY MATTERS! 
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Presenter
Presentation Notes
Typical server farm …
Task assignment policy … RR, LWL, If job size known, SITA.
Specifics …
As we all know, the policy matters – make a difference by orders of magnitude. 
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Presenter
Presentation Notes
Here are some good answers to the question of choosing a T.A.P.

On the left we see LWL.   Each incoming job is assigned to the host with the least total remaining work.

It is well-known that the LWL policy is equivalent to the M/G/2 queueing system, where there is a single central queue, and when a server is free it grabs the next job off the queue.   The M/G/2 response time is not known – it’s still an open problem.   Only approximations exist.

Right we see SITA.   Idea split up jobs based on size, so that jobs smaller than a given cutoff are sent to the first queue and jobs larger than the cutoff are sent to the second queue.   This is typically used under high variability in the job sizes (service requirements), because it allows short jobs to have their own freeway and not get stuck behind long jobs.    You all see SITA in your supermarket, where there is an express-lane for short jobs.   SITA requires specifying a size cutoff to differentiate short vs. long jobs.    Once the cutoff is specified, SITA is easy to analyze since Poisson splitting of the inputs allows us to just analyze two separate queues.  

Advantage of each policy.

MUST STATE 2 SERVERS ASSUMPTION UNTIL END OF TALK.   At end of talk will go back to n servers.   Both policies apply to n servers, but easier to think about just 2.  
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Presentation Notes
There has been SO much work on Size-Interval Task Assignment that it’s hard to list.  

SITA in Practice – I’ve spent a lot of hours consulting for companies on how they should use SITA.

Finally, there have been many papers written comparing SITA versus other task assignment policies, particularly versus LWL.   Many of these comparison studies used simulation, because LWL can’t be analyzed exactly.   Many use heavy-traffic approximations.    All come to same conclusion.  

Given that everyone believes that SITA is clearly the right policy under high variability,  there should be a proof.   For many years, I have been searching for a proof of SITA’s superiority.

In order SITA vs LWL:   4, 13, 7, 9, 12,  14, 20, 28, 29
4 = sim
13 = Pareto low alpha
7 = sim
9 = heavy-traffic
12 = sim
14 = Pareto low alpha
20 = heavy-traffic
28 = sim
29 = numerical approx (Process algebras)



   
        

  
  

  
 

  
  
 

 

Can’t prove anything 
because it’s not true! 

In search 
of a proof 
of SITA’s 
total 
dominance. 

OK, so not 
optimal, but 
definite win 
for high 
variability. 

Should at least 
beat all commonly 
used policies 
when variability 
is high enough. 

Months 
later 

Years 
later 

SITA 
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Presentation Notes
Here I am searching.   Months later, I  know that SITA is not optimal, but I still believe it wins under high variability.   Years later, I’ve toned down my goals.  At this point it’s enough to show that SITA beats the other common policies – like LWL – when variability high.    But I can’t seem to even prove that!

Can’t prove it because it’s not true.



  
    

   

The TRUTH about SITA, 
under very high job size variability 

2 var(X )C = → ∞    while E[X ] : fixed 
E[X ]2 

Presenter
Presentation Notes
Will consider a class of job size distributions, for which we will increase C2, while holding the mean job size constant.   Look at effect of the task assignment policy.    

We will ask whether the mean response time as C2 goes to infinity.


No one ever searched this space of C2  infinity.    



     

  

  

  

Q: In this talk we will show ... 
as C2∞ 

a) SITA diverges & LWL diverges? 
b) SITA converges & LWL diverges ? 
c) SITA diverges & LWL converges? 
d) SITA converges & LWL converges? 

A: All of the above 

LWL SITA 
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Presenter
Presentation Notes
First sounds very believable.     Repeat defn of divergence/convergence.
Second also plausible.
Third – how could this be?
4th – has everyone been wrong?



     

 

Q: In this talk we will show ... 
as C2∞ 

Convergent Divergent 
LWL LWL 

Convergent 
SITA 

Divergent 
SITA 

Looking for 
simple job size 
distributions to 
illustrate each. 
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Presenter
Presentation Notes
We will spend the rest of the talk looking for very simple job size distributions to illustrate each of these cases.
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 Results (2 server system) 

depends on 
pa & (1-p)b 

a 
p 

Bimodal 
Conv. Diverg. 
LWL LWL 1-p 

b 
Conv. 
SITA or 

Diverg. Exp(µa)SITA p 
H2 

1-p 
Exp(µb) 
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Presenter
Presentation Notes
Looking for simplest distributions which illustrate boxes.

We will start by looking for distributions under which LWL diverges.  Consider Bimodal distributions which only take on 2 values: a or b (each with some probability).  We will show that for a class of Bimodal distributions, LWL always diverges.   However SITA can converge or diverge depending on the parameters.  Then will show same result for holds for hyperexponential job size distributions, which are mixtures of two exponential distributions.




 

 Results (2 server system) 

a 

Trimodal b 
Conv. Diverg. ρ < 1 LWL LWL c=bm > 1 

Conv. 
or SITA 

Exp(µa) Diverg. 
SITA 

H3 Exp(µb) 
ρ < 1 

Exp(µc) 

depends 
on m 
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Presentation Notes
Next we will consider job size distributions for which LWL converges.   We will show a class of trimodal distributions (taking on 3 values), for which LWL always converges.   Here SITA can converge or diverge depending on how big the c jobs are compared to the b jobs.   We will show the same result can be proven for H3 distributions which are mixtures of 3 exponentials.



 

 

 

 

Results (2 server system) 

Conv. Diverg. 
LWL LWL 

Conv. 
SITA 

depends 
on α

Diverg. 
SITA 

Bounded Pareto(α) 

1< α < 2 
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Presentation Notes
Finally, we will focus on this region where SITA diverges.   We will consider the BP job size distribution which we all know and love here at Sigmetrics.
We will increase variability in the BP by increasing the upper limit, making it into a Pareto.   As we increase variability, we will show that LWL can either converge or diverge, depending on the choice of the alpha, tail parameter.

Let’s now go into more detail….



 

      

      
   

  
 

Bimodal Results 

pa = QE[X] 

Conv. 
LWL 

Diverg 
LWL 

Conv. 
SITA 
Diverg 
SITA 

depends 
ρa & ρb 

a 
p 

Lemma: As C2 ∞, but E[X], Q: const, X ~ 
a’s get little smaller  QE[X] 

1-p 
b’s get much bigger ∞b 
p  1(1-p)b = (1-Q)E[X] 

THM: If ρa < 1 & ρb < 1 THM:  LWL always 
 Convergent SITA diverges. 
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Presentation Notes
For any mean, E[X], and any variability, C^2, we can find a bimodal, in fact many bimodals.   We will constain the bimodal further so that the fraction of load made up by the smalls is always QE[X], and the fraction of load made up by the larges is always (1-Q) E[X].   That is, Q denotes the proportion of load made up by smalls, and we’ll hold Q constant.   

Now, for any Q, E[X] and C^2, we can specify a unique bimodal.   

Now we will hold E[X] and Q constant, but increase C^2.   As we increase C^2 to infinity, we’ll see that the a’s get a little smaller, converging to QE[X], and the b’s get a lot bigger,  going to infinity, where p goes to 1.

We can prove that if the load made up by the a’s < 1 and the load made up by the b’s < 1, then SITA always converges, as C^2  infinity.   This is easy to see because we can split the a’s and b’s into separate queues, where each queue has zero variability, and hence constant delay.

By contrast, we prove that LWL always diverges.   This should be no surprise, either.   After all the b’s are turning into elephants and the a’s are going to get stuck behind the b’s under LWL, so of course LWL will diverge.   

But rather than take my word for it, let’s delve deeper into why LWL diverges …



 

     

 

         

          

     

    

Understanding LWL LWL 

Isn’t LWL always bad for high C2? 

It depends … 

Need 2 longs for this to be a problem! 

So we need: Pr{ 2 longs } * E[T| 2 longs] ? 

But shorts stuck behind longs, so E[T] ∞ 
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Suffices to just look at E[X3/2]. 



 
       

 
  

 

             

       

 

Understanding LWL LWL 

Thm: [Scheller-Wolf, Sigman 97], [Scheller-Wolf, Vesilo 06] (2 SERVERS) 
3 

2If E[X ] < ∞ & ρ <1 ⇒ E[T]LWL < ∞ 
(⇐ usually) 

1 spare server 

C2∞ 

Thm: 

  (⇐ usually) 
If   & ρ <1 ⇒ LWL converges 

 while C 2 → ∞  

E[X ] : bounded 3
2 

I can make 
both happen! 
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Presentation Notes
There’s a thm in the q-ing literature that can be viewed as saying the following: 

………….

This theorem doesn’t say anything about C^2.  

Suppose we take C^2 to infinity, but we’re able to hold the 3/2 moment of job size fixed, while C^2 goes to infinity.     Then LWL should converge.   The point is that we can sometimes actually make both these happen.   That is, we can take C^2 to infinity, but keep the 3/2 moment of job size fixed, and thus have convergent LWL.   

CONVERSELY, if the 3/2 moment grows to infinity while C^2 goes to infinity, then LWL will diverge.



      

 

   

 
      

     

Bimodal Results 

pa = QE[X] 

Conv. 
LWL 

Diverg 
LWL 

Conv. 
SITA 
Diverg 
SITA 

depends 
ρa & ρb 

a 
p Lemma: As C2 ∞, but E[X], Q: const, 

a QE[X], b ∞, p  1X ~ 
1-p 

b THM:  LWL always diverges. 
(1-p)b = (1-Q)E[X] 

3 3 3 
2 2 2E[X ] = pa + (1− p)b 

THM: If ρa < 1 & ρb < 1 = QE[X ] a + (1− Q)E[X ] b 
2 Convergent SITA → ∞ (as C → ∞) 
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Trimodal Results 

pa a 

Conv. 
LWL 

Diverg 
LWL 

Conv. 
SITA 
Diverg 
SITA 

depends 
on m 

pb=b-3/2 Lemma: As C2 ∞, but E[X]: const, X~ b a E[X] 
b∞, c∞ 

=c-3/2 pc pa  1c=bm 

THM: If m≤3, SITA converges 
If m>3, SITA diverges 

THM:  LWL always 
converges for ρ<1 

][ 2 
3 

2 
3 

2 
3 

2 
3 

++= cpbpapXE cba 

2→ E[X ]3 
+1+1 
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Presentation Notes
Working on examples where LWL converges.

Remember: 2 –server system.   We’re going to make SITA mess up by using a trimodal rather than a bimodal.     The mid-size jobs, the b’s, will  need to go to either the 1st or 2nd server, and wherever they go, we’ll force variability to go to infinity.     

But simultaneously we need to design our trimodal so that LWL converges.     We’ll do this, by setting the probabilities in just the right way.

For any C^2 and E[X] we can specify a unique trimodal with these constraints.    If we now hold E[X] fixed, and take C^2  infinity, then the b’s and c’s will grow to infinity, but their weights will go to zero.   The a’s will make up the mass.

Understanding SITA:   Observe that the b’s and c’s can’t mix with the a’s because they’re both going to infinity.   So we have to put both the b’s and c’s on the 2nd server.   But if m is high, then the b’s are still far from the c’s and variability on that 2nd server goes to infinity, so SITA’s response time goes to infinity, i.e., it diverges.    By contrast, if m is not too high, then the b’s and c’s are not so far apart, and when we further multiply by the weight p_b + p_c, which are small, the contribution created by mixing b’s and c’s is bounded, so SITA converges.

Understanding LWL:   Note that Pb*b^{3/2} = 1  Note that pc*c^{3/2} = 1.   The a term stays a constant.   So the 3/2 moment stays constant as C^2  infinity.



 
 

 

  
 

   

Results 
(2 server system) 
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Conv. 
SITA 

Diverg. 
SITA 

Conv. 
LWL 

Diverg. 
LWL 

p 

1-p 

a 

b 

Bimodal 

a 

Trimodal b 

c=bm > 1 
ρ < 1 

Way more complex, because 
job types overlap! 

“Separation in the limit” 

p 

1-p 

Exp(µa) 

H2 

Exp(µb) 

H3 

Exp(µa) 

Exp(µb) 

Exp(µc) 
ρ < 1 

Presenter
Presentation Notes
Difficulty comes up for SITA.   Even in H2, non-trivial to come up with cutoff to separate smalls from bigs, because the a’s and b’s now overlap.     What we show is that we can choose the cutoff in such a way that , in the limit, as C^2  infinity, the a’s and b’s separate, meaning that the contribution of the a’s to the 2nd server goes to zero and the contribution of the b’s to the 1st server goes to zero.   


(The optimal cutoff now has to be a function of C^2 and has to go to infinity as C^2 goes to infinity in order to create this separation.   Turns out that there are several functions that work for psi, e.g. psi = log(C^2) works well because it satisfies the separation in the limit criteria. )

Exp allows us to calculate performance numbers exactly for SITA and LWL, so here are the results …
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Conv. 
SITA 

Diverg. 
SITA 

Conv. 
LWL 

Diverg. 
LWL 

E[T] LWL 

SITA 

C2 

E[T] 

LWL 

SITA 

C2 

E[T] 

LWL 

SITA 

C2 
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E[T] 
LWL 

SITA 

C2 

Presenter
Presentation Notes
Fig 3a.   H2 with rho = 0.8, Q = 0.7.   SITA converges load is low enough to allow separation, while LWL diverges.
 Fig 3b.   H2 with rho = 1.8.   Q = 0.7.   SITA can’t separate.   So SITA diverges, while LWL also diverges.   This is where everyone always imagined we were.       (2) is where we always imagined we were.   (1) is different because people didn’t think about convergence, since never looked at high C2.
 Fig 4a:   H3 with rho = 0.8 for m=2  -- large jobs closer in size to mediums, so can mix.
  Fig 4b: H3 with rho = 0.8 for m=4  -- large jobs far from mediums, so can’t mix.   *** Important *** Point out that cross over point happens very early!!

STILL … if you’re a skeptic listening to this talk, you may be unhappy, because you imagine that these hyperexponential distributions are somehow “articifical.”   So let’s turn to a distribution all of us Sigmetrics types know occurs very naturally in the real world – the Pareto.




 

   

    
  

 

   

 

     

 
 

 

k p 

1 < α < 2 

Bounded Pareto 
(2 server system) 

X~ Bounded 
Pareto (k,p,α) 

Conv. 
LWL 

Diverg 
LWL 

Conv. 
SITA 
Diverg 
SITA 

depends 
on α 

Lemma: As C2 ∞, but E[X], α: const, 
k  (α −1)/α ⋅ E[X] 
p ∞ 

THM: SITA always THM: If α>3/2 and ρ<1, 
diverges. then LWL converges. 

Else LWL diverges. 

Extends to n>2 servers when ρ < n-1 19 

Presenter
Presentation Notes
alpha: indicates flatness of tail.  

Regardless of where I place the cutoff, SITA diverges.   If use fixed cutoff, mean response time in 2nd host  diverges.   If allow cutoff to increase with C^2, then 1st host diverges.     *** check w/Andrew ****

For LWL, if alpha > 3/2 and rho < 1, then the 3/2 moment of job size is bounded by a finite constant, even as the upper bound, p, goes to infinity, making C^2 go to infinity.   So LWL converges.   

Really important because LWL can converge while SITA diverges, under high variability.

This result extends to any number of servers > 2 as well.   Suppose we have n servers.   Wherever you place last finite cutoff, the next server after that will see infinite variability as p infinity.   So SITA will still diverge.   For LWL we can actually generalize the result to allow rho < n-1 for n servers, so we can allow higher load with more servers.

Let’s see what this looks like:
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Bounded Pareto Results 
Why was this 
not noticed? 

Conv. 
SITA 

Diverg. 
SITA 

Conv. Diverg. 
LWL LWL 

α = 1.6 α = 1.4 

LWL 
SITA 

C2 

E[T] LWL SITA 

C2 

E[T] 
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  Fig 5a ) rho = 0.95 < 1   Bounded Pareto alpha = 1.4
  Fig 5b) rho = 0.95 < 1   Bounded Pareto alpha = 1.6

Important Point:   Why was this not noticed:

           1) Need higher alpha than people looked at.   Many people, including myself, were concentrating on alpha = 1 or thereabouts.
           2) And rho < 1.0 out of 2   (much prior work used heavy-traffic approximations)
           3) Sometimes may need to go to higher C^2 to see full picture (although not as high as what I’m showing you here, because that’s based on a very loose upper bound of LWL.   Also, for H3 didn’t need high C^2 at all).

Turns out that we can actually see same effect as this (alpha = 1.6) for much lower alpha if we have more servers and less load.      Easy to generalize proofs.
��



 

 

 

Summary 
a a 

p 
Trimodal b Bimodal 

ρ < 1 Conv. Diverg. 
c=bn > 1 LWL LWL 1-p 

b 
Conv. 

or SITA or 

Exp(µa) Diverg. Exp(µa)SITA p 
H3 Exp(µb) H2ρ < 1 Bounded Pareto(α) 

1-p Exp(µc) Exp(µb)1< α < 2 
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To summarize our results…



 

    

    
      

     

    

    

“There once was a girl, who had a little curl

right in the middle of her forehead.
When she was good, she was very very good.
But when she was bad, she was horrid.”

Old Nursery Rhyme 

When SITA is good, it is very, very good 

But when it is bad, it is horrid. 

Conv. 
SITA 

Diverg. 
SITA 

Conv. 
LWL 

Diverg. 
LWL 
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I’m not saying never use SITA.   I will obviously continue to recommend it, in any consulting opportunities.   However it definitely doesn’t have the property of monotonic increasing superiority with increasing C2, that people have attributed to it.    A much simpler policy like LWL, that doesn’t actually require knowing sizes of jobs, as seen by its equivalence to the M/G/n, can actually be far better.
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